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This paper presents an application of inverse analysis for determining both the temperature field histories
and corresponding heat source distributions in hollow cylinders. The primary goal, however, is the
development of an inversion infrastructure in a manner that allows taking advantage of all aspects related
to its utility, including sensitivity analysis. The conditions generating heat sources are those resulting from
intense pulsed-current electrical contact experiments. Under these conditions intense heat currents are
generated due to the Joule conversion of the electric conduction currents. Asymmetry of the heat source is
induced from the localized melting due to arc-enhanced electric conduction. Experimentally acquired
temperature histories and melting domain boundary data are utilized to setup an inverse model of the heat
conduction problem. This permits the construction of an estimate not only of the temperature field histories
throughout the computational domain but also of an evaluation of the effective thermal diffusivity of the
material involved.
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1. Introduction

During relatively intense pulsed-current (�35 kA peak)
electrical conduction experiments of hollow cylinders in
contact, under static mechanical load, both electric and heat
current fluxes dominate the behavior of the associated contact
surfaces (Ref 1). Under certain conditions post mortem melting
profiles on the contact metal surface suggest the emergence of
asymmetric temperature fields that can be modeled via the
consideration of corresponding asymmetric heat source distri-
butions. Because these types of contact experiments are
necessary to help the understanding of the phenomena
involved, it is important that one is able to invert real-time
and post mortem data to establish insight into the nature of the
heat and electric conduction involved. The overall context of
this effort concerns investigation of metal-to-metal high-current
contacts as a function of materials and pressure with potential
applications to the arcing contacts involved in electromagnetic
launch systems.

A data driven inverse analysis of unsteady heat conduction
within hollow cylindrical structures is presented where the
conduction is asymmetric relative to the cylindrical axis because
of asymmetric source distributions. A significant aspect of this
inverse analysis is that it is based on a model representation
having a relatively small number of adjustable parameters.

Methods of inverse analysis, in contrast to analysis methods
based on the direct-problem approach, are characterized by
many properties that follow directly from the fact that inverse
methods are data driven as well as model driven (Ref 2, 3).
Principal among these properties is the fact that relatively
complex and highly nonlinear systems can be represented
accurately by means of model representations characterized by
small numbers of parameters. In many cases the errors that are
introduced by approximations underlying an inverse model, and
its associated relatively small number of parameters, are in fact
compensated for by the characteristics of the data space.

A statement of the specific inverse problem to be considered
is given, followed by a derivation of an inverse model for
analysis of asymmetric and unsteady heat conduction within
cylindrical structures that is characterized by a small number of
parameters. Accordingly, a small number of model parameters
provides for convenient and practical optimization of parameter
values relative to a given data space consisting of measured
temperature values or observations of phase transformations,
e.g., solidification. The primary goal of this paper, however, is
the development of an inversion infrastructure in a manner that
provides advantages relative to all aspects related to its utility,
including sensitivity analysis.

The physical assumptions and mathematical approximations
underlying this derivation are elucidated. A discussion is then
presented of specific aspects of the inverse model within the
context and objectives of the general inverse heat transfer
problem. Subsequently, the inverse model is applied to the
analysis of heat conduction within a metal cylinder resulting
from localized heating due to pulsed currents through the
cylinder. Discussion of the results of this analysis considers
their significance relative to multiscale modeling of heat
conduction in cylinders. In particular, what characteristics of
the heat source can be reconstructed from inverse analysis
using the model, and accordingly, what characteristics of the
calculated temperature field are to be adopted and are well
posed for multiscale modeling. Subsequently, the analysis is
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extended to consider sensitivity to the influence of changes in
the spatial distribution of the heat source as governed by the
current pulse. For this sensitivity analysis we have adopted a
heat source distribution whose general shape is more closely
correlated with the experimentally observed shape of the melted
region of the cylinder. The final section of the presentation
considers multiscale methodologies for coupling results from
inverse analysis to models that are characterized by relatively
more detailed physical representations of energy sources.

2. Statement of Inverse Problem

The inverse problem concerning analysis of physical
processes, in general (Ref 4), and the inverse heat transfer
problem, in particular (Ref 5), may be stated formally in terms
of source functions (or input quantities) and multidimensional
fields (output quantities). Other investigators have also focused
on various aspects of inverse problems related to heat
deposition processes especially as they relate to the determi-
nation of heat fluxes via appropriate regularization of their
spatial and time distributions (Ref 6). In general, the formu-
lation of a heat conductive system occupying an open bounded
domain X with an outer boundary Co and an inner boundary Ci

involves the parabolic equation

@Tðx; tÞ
@t

¼ r � ðjðx; tÞrTðx; tÞÞ in X� ð0; tf Þ; ðEq 1aÞ

with initial condition

Tðx; 0Þ ¼ T0ðxÞ in X; ðEq 1bÞ

and heat flux exchanges through the outer and inner bound-
aries Co and Ci as follows:

�jðx; tÞ @Tðx; tÞ
@nCo

¼ cðx; tÞðTðx; tÞ � Taðx; tÞÞ on C0 � ð0; tf Þ;

ðEq 1cÞ

�jðx; tÞ @Tðx; tÞ
@nCi

¼ qðx; tÞ on Ci � ð0; tf Þ: ðEq 1dÞ

Here x = (x,y,z) is the position vector; nCo
and nCi

are the
normal vectors onto boundaries Co and Ci, respectively; t is
the time variable; tf is the final time; T(x,t) = T(x,y,z,t) is the
temperature field variable; j(x,t) = j(x,y,z,t) is the heat con-
ductivity field variable (i.e., diffusivity); c(x,t) = c(x,y,z,t) and
Ta(x,t) = Ta(x,y,z,t) are specified functions; and q(x,t) =
q(x,y,z,t) is the heat flux on the inner boundary Ci. Determi-
nation of the temperature field via the solution of Eq 1(a) to (d)
constitutes the so-called forward or direct initial-boundary
value problem. Our interest here, however, is focused on that of
a formulation outlining the inverse problem and can be stated
as follows: Effectively reconstruct the heat flux field q(x,y,z,t)
on the inner boundary Ci, and the resulting temperature field
T(x,y,z,t) for all time t [ [0,tf] when the boundary Ci is totally or
partially inaccessible. To reconstruct the heat flux, additional
information concerning the temperature T(x,y,z,t) is needed
(i.e., known values that have been acquired experimentally)
(Ref 4, 6).

In the present analysis the inverse problem is defined in the
context of the two cylinders in contact as shown in Fig. 1.
According to Fig. 1, it is noted that the source function

q(x,y,z,t) is to be determined in terms of its volumetric spatial
and temporal characteristics.

Further, additional information that is needed lies within a
data space for analysis of this system that in general consists of
(a) measurements of the temperature T(x,y,z,t) at different
locations and times on the surface of the cylinder, e.g.,
thermocouple measurements, (b) the location of the central point
of the source function q(x,y,z,t) within the volume of the hollow
cylindrical structure, e.g., post mortem melting profiles on the
contact metal surface, (c) information concerning the spatial and
temporal characteristics of the source function q(x,y,z,t), and (d)
information concerning the thermal diffusivity of the material.

Information concerning the spatial and temporal character-
istics of q(x,y,z,t) would in principle include the shapes of
solidification boundaries resulting from localized melting.
Information concerning the thermal diffusivity of the material
would be the average diffusivity for a range of temperatures.

Our derivation of a minimal parameterization for represen-
tation of asymmetric and unsteady heat conduction within
cylindrical structures follows from the construction of a one-to-
one mapping from the geometry of a cylindrical structure into
that of a bounded plate structure. Referring to Fig. 2, it can be
observed that the presence of an asymmetrically located energy
source within the volume of the cylinder actually introduces
physical conditions that permit, mathematically, the introduc-
tion of a symmetry cut within the cylindrical structure that
intersects the central point of the source function q(x,y,z,t). This
symmetry cut, i.e., symmetry cut 2 in Fig. 1, permits a mapping
of the cylindrical domain, having one asymmetrically located
source, into a planar domain of finite thickness, having two
energy sources of equal strength that are located symmetrically
on the boundaries of the domain. A condition for the accuracy
of this mapping is that the aspect ratio, defined by the quantity

d ¼ ðr1 � r2Þ=r2; ðEq 2Þ

be sufficiently small relative to dominant spatial shape fea-
tures of the source function q(x,y,z,t). For unsteady heat depo-
sition within a planar structure of finite thickness a consistent

Fig. 1 Hollow cylinder domain defining inverse heat transfer problem
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parametric representation of the time-dependent temperature
field is constructed from basis functions satisfying Eq 1(a)
according to

Tðx; y; z; tÞ ¼ TA þ
XNk

k¼1

XNt

n¼1
Tkðx̂; x̂k ; nDtÞ; ðEq 3aÞ

where

Tkðx̂; x̂k ; nDtÞ ¼
Cðxk ; yk ; zkÞ
ðnDtÞ exp �ðx� xkÞ2 þ ðy� ykÞ2

4jðnDtÞ

" #

� 1þ 2
X1

m¼1
exp � jm2p2ðnDtÞ

l2

� �
cos

mpz
l

h i
cos

mpzk
l

h i( )
;

ðEq 3bÞ

The quantity l is the thickness of the planar structure, which
for the mapping defined by Fig. 2 is equal to (r1 - r2). The
vectors x̂ ¼ ðx; y; zÞ are positions within the structure and
x̂k ¼ ðxk ; yk ; zkÞ, k = 1,…,Nk are the locations of the elemental
heat sources. The quantities Dt and n are the timestep and
timestep index, respectively, where the time t = nDt.

3. Prototype Measurements

Presented in this section is a description of the experimental
measurements adopted for inverse analysis. Details concerning
the experimental arrangement and procedure used for these
measurements are given in reference (Ref 1). The experimental
arrangement consists of a load frame equipped with an
electrically insulated load train to establish a contact force on
a metal-metal interface through which a pulsed current is
transmitted. The time-dependent evolution of the voltage drop
across the interface is recorded during a 40-kA peak current
pulse having a 300-ls rise time with peak current densities of
the order of 39 kA/cm2. The interface stack was assembled
from two pieces of 4130 steel each having a 12-mm outside
diameter with a 6.3-mm hole (see Fig. 3 and 4). It should be
noted that Fig. 3 and 4 correspond to different experiments.

Heat transfer within the cylinder resulting from the current
pulse is monitored using thermocouple measurements and
correlation of local heating with the post mortem melting profile
on the contact metal surface. Thermocouples were fabricated
from Type K 5 mil wire. These were spot welded to the 4130
steel using this same material as an intermediate metal to

minimize thermocouple lag and intrinsic error. The thermocou-
ple amplifiers (5B modules) were chopper isolated with a 4-Hz
low pass filter. As a consequence of this signal filtering valid
temperatures are not measured until a settling time of around
250 ms after the pulse is initiated. Since the total duration of the
current pulse is 13 ms all valid temperature measurements are
made with no currents imposing stray voltages on the thermo-
couples. The present data-driven inverse analysis considers
parameter optimization with respect to the data set consisting of
the melting profile at the surface (Fig. 4), measurements of
temperature histories at locations on the cylinder (see Fig. 5),
the characteristics of the pulsed current (Fig. 6), and the average
material and thermal properties of 4130 steel. These average
properties are a density q = 7.84 g/cm3, thermal conductivity
k = 42.7 W/m-K, specific heat Cp = 477 J/kg-K, and the melt-
ing temperature TM = 1432 �C.

4. Inverse Analysis

As mentioned earlier, inverse heat transfer analysis deals
with the problem of identifying the heat source distribution and

Fig. 3 Melt profile on side surface of 4130 steel cylinder

Fig. 4 Melt profile on contact surface and relative locations of
thermocouple attachments

Fig. 2 Hollow cylinder domain after the cut-1 (left) and its trans-
formation to simple rectangular domain after cut-2 (right)
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the associated temperature field everywhere within a region of
interest, based on partial data available in that region as well as
in the region of the heat source. When the temperature field is
known directly through sensor data (e.g., thermocouple mea-
surements) or indirectly (e.g., through phase transformation
boundaries) at specific points within the region of interest,
constraint conditions of form

Tðxcm; ycm; zcm; tcmÞ ¼ TC
m; ðEq 4Þ

must be satisfied by the parametric representation adopted for
the temperature field, i.e., the functions Tk(x,y,z,t) of Eq 3. In
general, the only requirement for the functions Tk(x,y,z,t)
making up the linear combination defined by Eq 3 is that
they have trends consistent with that of the temperature field
associated with the specific heat deposition process.

It is important to mention here that the reconstruction of the
heat flux distribution problem is known to be severely ill-posed
(Ref 4, 6). One of the main difficulties associated with the field
reconstruction comes from both the space and time dependence
of the heat flux and the fact that the inner boundary defined by
symmetry cuts 1 and 2 is relatively far from the region where
measurements are made. The most severe instability of an
inverse problem is triggered when the reconstruction involves
determination of the field profile at the initial time and over a
large boundary of the physical domain (Ref 6). Various
investigators have introduced regularization methodologies to
deal with this problem (Ref 6-10). In our case, as indicated
from the experimental setup, the heat flux region is nucleating
from a highly localized region that is not far from the region
where measurements are performed.

The formal procedure underlying the inverse method
considered here entails the adjustment of a representation for
the temperature field T(x,y,z,t) defined over the entire spatial
region of the system of interest. This approach defines an
optimization procedure where a temperature field spanning the
spatial region of the system of interest is adopted as the quantity
to be identified. Accordingly, an optimization criterion may be
defined by minimizing the value of an objective function of the
form

Z ¼
XNm

m¼1
wm Tðxcm; ycm; zcm; tcmÞ � TC

m

� �2
; ðEq 5Þ

where wm are weight coefficients and the quantities with
superscript ‘‘c’’ designate constraints on temperatures or posi-
tions within the structure at specific times. The mathematical
structure underlying the general formulation defined by Eq 3
through Eq 5 is that of a parametric function-approximation
that employs a linear combination of nonlinear functions.
This structure establishes equivalence between inverse meth-
ods and methods of constrained parameter optimization. The
mathematical structure of the formulation defined by Eq 3
through Eq 5 provides for the inclusion of information either
through specification of constraints TC

m or the functions
Tk(x,y,z,t).

Throughout the development that follows consideration is
given to different spatial and temporal regimes of the temper-
ature field. Each of these regimes is characterized by a
characteristic length and time scale. In that the development is a
framework for inverse analysis, consideration tends to be given
initially to temperature field regimes associated with spatial
locations that are relatively remote from the energy source
(thermocouple measurements) or times that are long relative to
the characteristic duration time of energy input to the system.
Accordingly, subsequent analysis considers regions of the
temperature field that are associated with successively smaller
characteristic length and time scales.

5. Specification of Adjustable Parameters

The quantities C(xk,yk,zk), k = 1,…,Nk, define a discrete
distribution of elemental heat sources. The present analysis
considers detailed information concerning the spatial distribu-
tion of heat that is coupled into the system. Accordingly, this
analysis considers correlation of the calculated solid-liquid
interface as discussed below with that which is experimentally

Fig. 5 Temperature histories measured using thermocouples

Fig. 6 Pulsed current characteristics for the thermal effect
experiments
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observed (see Fig. 4 above). In addition, this analysis considers
the sensitivity of the calculated temperature field with respect to
the shape of the heat source distribution. Accordingly, two
distinctly different heat source distributions are adopted for
analysis. These are a point source distribution, i.e., the single
term k = 1 in Eq 3 and a line source distribution, i.e.,
C(xo,yk,zo), k = 1,…,Nk, in Eq 3, where the values of xo and
zo are fixed. The initial analysis considers the set of model
parameters consisting of the quantities C(x1,y1,z1), Dt and j.
The timestep Dt is assigned a value of 0.001 s based on the
measured rise time of the current pulse (see Fig. 7) and
sufficient correlation between observed and calculated near-
source temperature field values. Accordingly, for the initial
analysis objective function minimization is with respect to the
three adjustable parameters C(x1,y1,z1), Dt, and j. The diffu-
sivity j is assigned an initial estimate of 1.142· 10-5 m2/s
based on the average thermal properties of 4130 steel. In
general, determination of a multistage thermal diffusivity
requires that the objective function Eq 5 be minimized relative
to temperature field values that span both far-field and near-
source regions of the temperature field. This type of minimi-
zation, which is with respect to different temperature and time
scales, requires a sufficient number of adjustable parameters
such that the system is not underspecified. The present analysis
considers initially a minimal parameter set consisting of three
parameters, C(x1,y1,z1), Dt, and j. Subsequent analyses con-
sider parameter sets consisting of four parameters, C(xo,yk,zo),
Nk, Dt, and j, and of five parameters, C(xo,yk,zo), Nk, Dt, j, s1,
and s2, where s1 and s2 are time shift and time delay
parameters, respectively.

6. Parameter Estimation

For the data space considered in this analysis, consisting of
the melting profile at the surface (Fig. 4), measurements of
temperature histories at locations on the cylinder (see Fig. 5),
the characteristics of the pulsed current (Fig. 6), and thermal
properties of 4130 steel, a relatively optimal and minimal set of

parameter values is given by (C(x1,y1,z1), Dt, j) = (31.0 �C-s,
0.001 s, 2.5· 10-5 m2/s). The correlation between calculated
and experimentally observed field values is examined with
reference to Fig. 8-13, which span both far-field and near-
source regions of the temperature field. Correlation with far-
field regions of the temperature field is shown by Fig. 8.
Referring to this figure, one observes good correlation for
temperature values above 40 �C. In principle, one would expect
a deviation at lower temperatures in that the calculated value of
j is weighted relative to a range of temperatures and thermal
diffusivity is actually a function of temperature whose value
tends to increase with temperature for metals. In addition, it is
significant to note that near-source regions of the temperature
field may not be in a state of thermodynamic equilibrium at
times during the initiation of energy input to the system, i.e., the
period of time shown in Fig. 6.

Shown in Fig. 9 is the evolution of the temperature field at
times where the spatial distribution of heat tends toward
homogeneity. Physically this corresponds approximately to the
time period where the wavefronts of the two identical heat
waves generated by the source meet at symmetry cut 3 shown
in Fig. 1. The far-field and long-time trends of the temperature
field are certainly important for inverse analysis in that these
trends establish constraints on the near-source regions and
energy-input period. The essentially asymptotic region of the
temperature field, however, is characterized by a lack of
structure (see Fig. 9), and therefore, any parameterization of
this region does not provide information related to near-source
or short time scale trends. In contrast, temporal characteristics
of the temperature field, during passage of the heat wave
generated by the source, at spatial locations that are close to it,
are relatively rich in terms of structure. Therefore, this temporal
region contains information concerning the characteristics of
the near-source and short time scale trends of the temperature
field. Parameter optimization with respect to near-source
regions of the temperature field requires simulation of the heat

Fig. 7 Comparison of timestep to onset of current pulse

Fig. 8 Calculated temperature field based on minimization of
objective function with respect to adjustment of parameters
C(x1,y1,z1), Dt and j
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wavefront at the location of the thermocouple that is consistent
with the energy source characteristics and near-source temper-
ature field values. Shown in Fig. 10 are the temporal charac-
teristics of the calculated heat wave at the position of the
thermocouple whose measurements have been adopted as
constraint conditions. Referring to this figure, it is to be noted
that the time for passage of the wavefront is approximately 1 s.

Shown in Fig. 11 are temperature contours for the evolution
of the calculated temperature field within both near-source and
far-field regions, following passage of the heat wavefront. The
three domains shown in this figure have been separated at
symmetry cuts 1, 2, and 3 defined in Fig. 1. Correlation of the
near-source regions of the calculated temperature field with
experimental measurements is demonstrated with reference to
Fig. 11 and 12. In particular, shown in Fig. 12(a) and (b) is the

time evolution of the solid-liquid interface occurring during the
current pulse. It is significant to note that this calculated melt
zone is sufficiently correlated with that which is experimentally
observed (see Fig. 4) in that a point energy source was adopted
for representation of the energy coupled into the system, rather
than a spatial distribution of volumetrically deposited energy.

A correlation of the calculated rate of energy deposition
within the metal cylinder with experimentally observed char-
acteristics of the pulsed current can be made as follows. Letting
Q(t) be the energy that has been coupled into the system at time
t within a volume VS, it follows that

QðtÞ ¼
Zx2

x1

Zy2

y1

Zz2

z1

ZTðx;y;z;tÞ

TA

qðTÞCpðTÞdT

2
64

3
75dxdydz; ðEq 6Þ

for energy deposition within a sample volume VS = (x2 - x1)
(y2 - y1)(z2 - z1). It follows from the integral mean value
theorem that

QðtÞ ¼ qCp

� �
VS Tðx1; y1; z1; tÞ � TA½ �: ðEq 7Þ

Next, referring to Eq 3(a) and (b), it follows that

QðtÞ / Cðx1; y1; z1Þ
nDt

: ðEq 8Þ

Next, it is to be noted that in principle

QðtÞ ¼ gIV ; ðEq 9Þ

where g, I, and V are the coupling efficiency, current, and
voltage, respectively, associated with the current pulse. Next,
since V = IR, where R is the resistance, it follows that

QðtÞ / I2: ðEq 10Þ

Thus, correlation between the calculated and observed rate
of energy deposition can be established by comparison of Eq 8
and 10. Shown in Fig. 13 are the rates of energy deposition
calculated according to Eq 8 and 10, respectively. The values of
Q and I2, given in arbitrary units, have been scaled relative to
the maximum value of I in Fig. 6. A comparison of the curves

Fig. 9 Temperature field as times 8 and 14 s during onset of essen-
tially equilibrated period of temperature history

8 s45.1 °C

47.4 °C

49 °C

49.7 °C

49.9 °C
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y

z
z

l
38.7 14 s38.7 °C

39.9 °C

41.3 °C

41.9 °C

42.2 °C

pr
1

Fig. 10 Temperature history resulting from heat wave at location of thermocouple generated by current pulse where the time period for passage
of the wavefront is approximately sp
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shown in Fig. 13 indicates reasonable agreement between the
two estimated rates of energy deposition.

7. Extension of Data and Parameter Sets

Referring to Fig. 12(a) to (d), it can be noted that spatial
locations of the thermocouples are distributed such that there is
identical sampling of the heat wave generated by the current
pulse. This is in good agreement with the measured temperature
histories shown in Fig. 5, which for different thermocouples are
essentially the same. This suggests that a more optimal
distribution of the thermocouple locations is such that at any
given time different parts of the heat wave are sampled by each
of the thermocouples. This type of spatial distribution of the
thermocouple locations would also provide for the sampling of
the heat wave within different temperature ranges and therefore
generate a data set that is more multistage in character.
Accordingly, the number of model parameters representing the
system could be increased.

The thermal diffusivity j is typically a function of
temperature. The characteristic temperature dependence of j
for metals can be demonstrated with reference to Fig. 14.
Referring to Fig. 14, it follows that representation of the

thermal diffusivity j can be extended by means of the
parameterized functions of temperature

jðTÞ ¼
X2

i¼0
aSiT

i ðsolid regionÞ; ðEq 11Þ

and

jðTÞ ¼
X2

i¼0
aLiT

i ðliquid regionÞ: ðEq 12Þ

It is significant to note, however, that the contributions due
to the quadratic terms are typically very small. Therefore, the
temperature dependence of the thermal diffusivity could in
principle be represented by four parameters. In addition, the
inherent nature of the temperature dependence of j implies a
step function response of the system to the transition from
liquid to solid state. It follows that in general any parametric
representation of the temperature field, within the solid region,
can be effectively uncoupled from its trend characteristics
within the liquid region. Accordingly, with respect to the
temperature field spanning the solid region, the melted region
assumes the role of an embedded boundary that can be
characterized formally as an effective distributed source
function.

49.5
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1

l
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Fig. 11 Temperature field at times 1, 4, and 6 s following passage of heat wavefront at position of thermocouple indicated by arrow
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Inclusion of detailed information concerning the shape of
the melt region (e.g., Fig. 4) is achieved by parametric
representation of the discrete distribution of elemental heat
sources C(xk,yk,zk), k = 1,…,Nk, defined in Eq 3. A physically
plausible representation is given by

Cðxk ; yk ; zkÞ ¼ C0

� exp �aðxk � x0Þ2 � bðyk � y0Þ2 � cðzk � z0Þ2
h i

;

ðEq 13Þ

which would in principle introduce four additional parameters.
At this stage it is significant to note that Eq 13 provides only
a spatial representation of distribution of energy. This parame-
terization does not consider evolution of the volumetric

distribution in time. It is therefore necessary to introduce addi-
tional adjustable parameters to represent the temporal, as well
as spatial, characteristics of the energy deposit. Other temporal
aspects of the system response that must be considered are the
different types of possible time delays that could be associated
with thermocouple measurements. This consideration is not
restricted to the characteristic time delay associated with ther-
mocouple response or the nature of thermocouple attachment.
For the present analysis, we consider a parametric representa-
tion of time delay associated with thermocouple attachment
that is due to the general experimental environment, which
includes the influence of a current pulse. It follows that a con-
sistent representation of thermocouple response requires at
least two additional parameters. These would represent charac-
teristic time delay associated with thermocouple measurement

Fig. 12 Time evolution of solid-liquid interface during current pulse where point source distribution is assumed
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and 10
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Fig. 14 Experimentally measured values of the thermal diffusivity
of 304 stainless steel
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and characteristic time shifts associated with the inherent tem-
poral characteristics of the energy source. Accordingly, a con-
sistent representation of these temporal characteristics is given
by

TTCðx; y; z; tÞ ¼ 1� expð�ðt � s1Þ=s2Þ½ �Tðx; y; z; t � s1Þ
ðEq 14Þ

where TTC and T are the measured and actual temperatures,
respectively, s1 is the characteristic time shift associated with
coupling of energy into the system, and s2 is the characteris-
tic time delay of the thermocouple. It is significant to note
that s1 is a minimal parametric representation of the step
function response character of j associated with the transition
from liquid to solid state.

8. Sensitivity Analysis with Respect to Heat
Source Distribution

In this section the analysis is extended to consider the
influence of changes in the spatial distribution of heat that is
coupled into the system by the current pulse. For this sensitivity
analysis we have adopted a heat source distribution whose
general shape is more closely correlated with the experimen-
tally observed shape of the melted region of the cylinder (see
Fig. 4). Accordingly, the line source or discrete uniform
distribution,

Cðx1; yk ; z1Þ ¼ C0; k ¼ 1; . . . ;Nk ; ðEq 15Þ

which provides a first approximation to Eq 13, is adopted
for numerical simulation, where C0 = 7.75 �C-s, Nk = 20,
(x1, y1, z1) = (0.1425, 0.1425, 1.425 mm) and yk+1 - yk =
0.1425 mm.

It is significant to note that temporal changes of the heat
source distribution occurring within the melted region are
represented implicitly by the distribution of heat sources and
can be quantified through specification of the temporal response
parameters s1 and s2 defined with respect to Eq 14. Shown in
Fig. 15 are the temperature histories of the measured and
calculated heat waves, for both point and line heat source
distributions, at the position of the thermocouple whose
measurements have been adopted as constraint conditions. A
comparison of the calculated temperature histories shows that
the measured trend of the temperature field is relatively
insensitive to spatial distribution of heat that is coupled into
the system. This insensitivity is demonstrated by comparison of
Fig. 12 and 16, which show the time evolution of the heat
wavefront generated by point and line heat source distributions,
respectively. In contrast, referring to Fig. 15, the region of the
temperature history associated with the heat wavefront is
relatively sensitive to spatial distribution of heat generated by
the pulse. This result implies that a relatively detailed
characterization of the melted region, as well as spatial and
temporal trends associated with energy input to the system
(e.g., Fig. 13), is important for the determination of peak
temperatures within the near-source region of the system. The
determination of peak temperatures is important in that these
values can be correlated with solid-state transformations
occurring within the material making up the system. Prediction
of these solid-state transformations, quantitatively, can be
correlated with system performance.

9. Parameterization of Temporal Response
Characteristics

Temporal changes of the heat source distribution occurring
within melted regions of the system are represented implicitly
by the distribution of heat sources at a given instant of time,
e.g., Eq 13 and 15. In particular, the heat source distribution
can be interpreted as a generating function of the solidification
boundary at a specific time. It also follows that the shape of the
melted region is a function of the temperature dependence of
the thermal diffusivity j for temperatures above that of melting.
These properties, together with the fact that the temperature
dependence of j implies a step function response of the system
to the transition from liquid to solid state (see Fig. 14), provide
a foundation for adopting s1 and s2 as process parameters for
characterization of the system response (or in particular,
material response) to pulse current at locations that are
extremely local to the energy source. Accordingly, referring
to Eq 14, the parameter s1 can represent the time required for
evolution of the solidification boundary to that of a specified
shape starting from the initiation of the current pulse. This
process parameter can also be associated, in principle, with
those characteristics of the system related to any time delay for
energy input. The process parameter s2 represents the average
cumulative delay in the measurement of temperature as a
function of time due to external influences on the system and is
not simply that of the characteristic time delay of thermo-
couples. Referring to Fig. 15, it should be noted that values of
the parameters s1 and s2 can be determined by minimizing the
difference between the calculated and measured temperature
histories in the neighborhood of the maximum temperature
according to Eq 14. Following this procedure for the case of the
line heat-source distribution shown in Fig. 15, the measured
and calculated temperature histories are related by Eq 14 for
parameter values (s1, s2) = (1 s, 1.62 s). Whereas parameter s2
is to be related to any physical process influencing measure-
ment of temperature as a function of time, the parameter s1 can

Fig. 15 Temperature history resulting from heat wave at location of
thermocouple, where (a) and (b) are for point and line heat-source
distributions, respectively
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include a characterization of the response of the material to a
specified current pulse. Accordingly, the set of parameters s1,
Dt, j, and C(xk,yk,zk), k = 1,…,Nk, can be adopted for model
representation of the multiscale response of a material to
localized heating by a specified current pulse.

9.1 Added Note on Observed Time Delay in Pulsed Current
Contact Experiments

In actuality, the primary contribution to time delay shown in
Fig. 15 is due to a manual triggering of the data acquisition
system and has no physical significance. The current pulse was
triggered at the spike in the temperature curve located near 2 s.
About 250 ms beyond this spike the thermocouple amplifier
settles and valid data are acquired. With respect to our analysis
framework, however, the time shift parameter s1, which
characterizes phenomenologically the evolution of the solidifi-
cation boundary, includes the effect of any time delay associated
with the initiation of energy deposition within the system.

10. Discussion

A procedure has been developed and applied that represents
a general framework for the calculation of multiscale thermal
diffusivities and associated process parameters. This general
framework is structured for heat source field reconstruction and
parameter optimization with respect to temperature field values
in regions that are close to and relatively far from the energy
source. The parameterizations are multiscale with respect to
both multiple temperature ranges and different characteristic
timescales for heat transfer.

The results of the analysis demonstrated that from a
relatively small number of measured temperature histories it
is possible to reconstruct consistent temperature field histories
associated with an asymmetric heat source, which is induced by
a high pulse current, for a domain involving a hollow cylinder.

The heat source was scaled to follow the actual current in a
manner that accounts for ohmic heating. The solution domain
was mapped into a flat plate. This mapping was achieved via
two successive symmetry cuts and unfoldings, while a third
symmetry plane was used to reduce the size of the computa-
tional resources required.

An important result of this analysis is that the spatial
evolution of temperature waves generated by the heat source
suggests that an alternate choice of thermocouple locations may
be more advantageous for analysis. In fact, this analysis
provides enough information for determining a better thermo-
couple distribution pattern in a manner such that the sensors are
not activated by the heat wavefronts essentially simultaneously
(as the current configuration indicates) but rather at separate
moments. This can be achieved with a thermocouple distribu-
tion that is perpendicular to the heat wavefronts.

The system parameterization presented here is that of the
localized response of a metal-metal contact to an intense current
pulse. This model representation provides the basis for two
forms of extension for further analysis. First, this model can be
embedded into coarser scale system analyses such as boundary
conditions on finite element representations. And second, this
model can be adopted as a global constraint on more localized
and short-time scale analyses. Such analyses would adopt more
detailed physical representations of the energy source. This
would require, in particular, inclusion of equations representing
electric current conduction and mechanical loading to account
for inhomogeneity of current flow and metal-metal contact
resistance, respectively.
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